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Abstract

In this paper, a dynamical analysis of a fractional-order predator-prey model with infectious diseases in
prey is performed. First, we prove the existence, uniqueness, non-negativity, and boundedness of the solution.
We also show that the model has at most five equilibrium points, namely the origin, the infected prey and
predator extinction point, the infected prey extinction point, the predator extinction point, and the co-existence
point. For the first four equilibrium points, we show that the local stability properties of the fractional-order
system are the same as the first-order system, but for the co-existence point, we have different local stability
properties. We also present the global stability of each equilibrium points except for the origin point. We observe
an interesting phenomenon, namely the occurrence of Hopf bifurcation around the co-existence equilibrium
point driven by the order of fractional derivative. Moreover, we show some numerical simulations based on a
predictor-corrector scheme to illustrate the result of our dynamical analysis.
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1. INTRODUCTION

Study of fractional-order differential equation becomes a popular research topic in science and engineering
since various nonlinear phenomena can be described almost precisely by its ability [2], [5], [7], [10], [11],
[14], [16], [31]. The main reason is that the fractional differential equation has capability to present the current
state as a process that involves the history of the past states (or called the memory effects) [11], [8], [17],
[23], [25], [27], [18]. Therefore, the fractional-order differential equation is gaining enormous enthusiasm
from most researchers, especially in biological modeling such as ecological and epidemiological models or
a combination of both which is called eco-epidemiological models [16], [18], [21], [22], [3], [20], [24],
[26]. Here, we consider an eco-epidemiological model that studies the interaction between population of prey
and its predator, where the prey population is assumed to grow logistically and may be infected by some
microbiological organism such as pathogen or parasite. Due to the infectious diseases, we classify the prey
into two compartments, namely susceptible and infected prey where the disease transmission between them
obeys a bilinear incident rate. In several references, predator attacks only infected prey due to its natural
instinct as in [16], [20]. But in this paper, we assume that the predator consumes both of preys because in
some cases, it is difficult for predator to distinguish the susceptible and infected prey. We use Holling type-I
as the predator functional response. We also consider that the growth rates of both prey and predator not
only depend on the current state but also on all previous states, and thus we consider the following system
of fractional order differential equations.

Dα
∗ xs = rxs

(
1− xs+xi

K

)
− axsxi −mxsy

Dα
∗ xi = axsxi − bxi − nxiy
Dα
∗ y = cxsy + dxiy − ey

, (1)
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where Dα
∗ u denotes the Caputo fractional derivative of order α which will be introduced in the next section.

Here, xs(t̃), xi(t̃), and y(t̃) denote the densities of susceptible prey population, infected prey population
and predator population, respectively. Prey is growing logistically with intrinsic growth rate r and carrying
capacity K. Parameter a, b, m, n, c, d and e are positive constant where a is the prey infection rate, b is
death rate of infected prey, m is predation rate on susceptible prey, n is predation rate on infected prey,
c, d are ratio of biomass conversion of susceptible and infected prey and e is predator death rate. Next, we
simplify system (1) by variable scaling (S, I, P, t)→

(
xs

K ,
xi

K ,
my
r , rt̃

)
and obtained

Dα
∗ S = (1− S − (1 + β) I − P )S

Dα
∗ I = (βS − δ − µP ) I

Dα
∗P = (ηS + ωI − ζ)P

, (2)

where β = aK
r , δ = b

r , µ = n
m , η = cK

r , ω = dK
r , and ζ = e

r . Note that the simplification has transformed
the system (1) into a non-dimensional system (2). This means that the scale of each population density of
system (2) are different from system (1), but the dynamics of system (2) are qualitatively the same as the
system (1). We can also confirm that the number of parameters has been reduced so the dynamical analysis
of system (2) is simpler than the previous one.

In this paper, we use Caputo fractional-order (CFO) operator with α ∈ (0, 1] as the fractional-order
derivative. Due to its biological nature, i.e. the density of population is always positive, we are interested to
study the solution of system (2) only in R3

+ for all t ≥ 0. This paper aims to explain the dynamics of the
system (2), which are arranged as follows. We first present several lemmas and theorems on fractional-order
differential equation in section 2. In sections 3 and 4, we prove that the solution of the model exists and
unique. We also show that the solutions are uniformly bounded and non-negative. In sections 5, 6, and 7, we
investigate the equilibrium points, their existence, their local and global stability, and the existence of Hopf
bifurcation. To illustrate the result from the previous section, we do some numerical simulations in section
8. We end this work with the conclusion in section 9.

2. PRELIMINARIES

To support the theoretical study, we introduce several materials about the fractional-order differential
equation that consists of definitions, lemmas, and theorems as follows.

Definition 1. (See [19]). The CFO derivative with α ∈ (n− 1, n] of f(t), t ≥ 0 is defined by

Dα
∗ f(t) :=

1

Γ(n− α)

∫ t

0

(t− s)n−α−1f (n)(s)ds,

where f (n) represents the nth order derivative of f(t), n = dαe, and Γ is a Gamma function. Particularly,
when α ∈ (0, 1], we have

Dα
∗ f(t) :=

1

Γ(1− α)

∫ t

0

(t− s)−αf ′(s)ds.

Theorem 2.1. (See [15]). Consider the following CFO system

Dα
∗ ~x(t) = f (~x(t)) , x ∈ Rn, n ∈ N, ~x(0) ≥ 0, and α ∈ (0, 1]. (3)

A point ~x∗ that satisfies ~f (~x∗) = 0 is called the equilibrium point. It is locally asymptotically stable if its
Jacobian matrix J = ∂f

∂x evaluated at ~x∗ provide the eigenvalues that satisfy |arg(λj)| > απ
2 for all j ∈ n.

Lemma 2.2. (See [13]). Consider the following CFO system

Dα
∗ x(t) = f(t, x), x(0) ≥ 0, α ∈ (0, 1], f : [0,∞)× Ω→ Rn, Ω ∈ Rn. (4)

Then there exists a unique solution of system (4) on [0,∞) × Ω if f(t, x) satisfies the locally Lipschitz
condition with respect to x.

Lemma 2.3. (See [11]). Let u(t) be a continuous function on [0,+∞) and satisfy

Dα
∗ u(t) ≤ −λu(t) + µ, (λ, µ) ∈ R2, λ 6= 0, u(0) = u0 ≥ 0, and α ∈ (0, 1]. (5)
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Then the solution of (5) has the form

u(t) ≤
(
u0 −

µ

λ

)
Eα [−λtα] +

µ

λ
.

Lemma 2.4. (See [28]). Let x(t) ∈ R+ be a continuous and derivable function. Then, for any time instant
t ≥ t0

Dα
∗

[
x(t)− x∗ − x∗ ln

x(t)

x∗

]
≤
(

1− x∗

x(t)

)
, x∗ ∈ R+, ∀α ∈ (0, 1].

Lemma 2.5. (See [9]). Suppose D is a bounded closet set. Every solution of Dα
∗ x(t) = f(x) starts from

a point in D and remains in D for all time, If V (x) : D → R with continuous first partial derivatives
satisfies Dα

∗ ≤ 0. Let E = {x |Dα
∗ V = 0} and M be the largest invariant set of E. Then every solution x(t)

originating in D tends to M as t→∞. Particularly, when M = {0}, then x→ 0, t→∞.

3. EXISTENCE AND UNIQUENESS

In this section, we prove that the solution of system (2) is exists and unique, which is shown by the
following theorem.

Theorem 3.1. Consider system (2) with initial condition St0 ≥ 0, It0 ≥ 0 Pt0 ≥ 0 and α ∈ (0, 1],
f : [t0,∞) × ΩM → R3, where ΩM :=

{
(S, I, P ) ∈ R3

+ : max {|S|, |I|, |P | ≤M}
}

for sufficiently large
M . This system (2) IVP has a unique solution.

Proof: Consider a mapping H(Z) = (H1(Z), H2(Z), H3(Z)) with

H1(Z) = (1− S − (1 + β) I − P )S
H2(Z) = (βS − δ − µP ) I
H3(Z) = (ηS + ωI − ζ)P

. (6)

For any Z = (S, I, P ), Z̄ =
(
S̄, Ī, P̄

)
, Z, Z̄ ∈ ΩM , it follows from (6) that

||H(Z)−H(Z̄)|| =
∣∣H1(Z)−H1(Z̄)

∣∣+
∣∣H2(Z)−H2(Z̄)

∣∣+
∣∣H3(Z)−H3(Z̄)

∣∣
=

∣∣(S − S̄)− (S2 − S̄2)− (1 + β)(SI − S̄Ī)− (SP − S̄P̄ )
∣∣+∣∣β(SI − S̄Ī)− δ(I − Ī)− µ(IP − ĪP̄ )

∣∣+∣∣η(SP − S̄P̄ ) + ω(IP − ĪP̄ )− ζ(P − P̄ )
∣∣

≤
∣∣S − S̄∣∣+

∣∣S2 − S̄2
∣∣+ (1 + β)

∣∣SI − S̄Ī∣∣+
∣∣SP − S̄P̄ ∣∣+

β
∣∣SI − S̄Ī∣∣+ δ

∣∣I − Ī∣∣+ µ
∣∣IP − ĪP̄ ∣∣+ η

∣∣SP − S̄P̄ ∣∣+
ω
∣∣IP − ĪP̄ ∣∣+ ζ

∣∣P − P̄ ∣∣
≤ (1 + 4M + 2βM + ηM)

∣∣S − S̄∣∣+ ((1 + 2β + µ+ ω)M + δ)
∣∣I − Ī∣∣

((1 + η + µ+ ω)M + ζ)
∣∣P − P̄ ∣∣

≤ L
∣∣∣∣Z − Z̄∣∣∣∣

,

where L = max {1 + (4 + 2β + η)M, δ + (1 + 2β + µ+ ω)M, ζ + (1 + η + µ+ ω)M}. Thus, the Lips-
chitz condition with respect to Z is satisfied by H(Z). According to Lemma 2.2, that there exists a unique
solution Z(t) ∈ ΩM of system (2) with initial condition Zt0 = (St0 , It0 , Pt0).

4. BOUNDEDNESS AND NON-NEGATIVITY

Now, we will prove that the solutions of system (2) with the initial values start in R3
+ are bounded and

non-negative to ensure that the biological significance is reached.

Theorem 4.1. Consider system (2) with initial condition St0 ≥ 0, It0 ≥ 0 Pt0 ≥ 0. Then all solutions are
uniformly bounded and non-negative.
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Proof: First, we prove that if the initial condition of system (2) is non-negative then all solutions are
uniformly bounded. Define a function V (t) =

(
µη
ω + 2β

1+β

)
S + 2I + µ

ωP , then we have

Dα
∗ V (t) + ξV (t) =

(
µη
ω + 2β

1+β

)
(1− S − (1 + β) I − P )S + 2 (βS − δ − µP ) I

+µ
ω (ηS + ωI − ζ)P +

(
µη
ω + 2β

1+β

)
ξS + 2ξI + µ

ω ξP

=
(
µη
ω + 2β

1+β

)
S +

(
µη
ω + 2β

1+β

)
ξS −

(
µη
ω + 2β

1+β

)
S2 − (1+β)µη

ω SI

− 2β
1+βSP − µIP + 2(ξ − δ)I + (ξ − ζ)µωP.

Choose ξ < min{δ, ζ} then

Dα
∗ V (t) + ξV (t) ≤

(
µη
ω + 2β

1+β

)
S +

(
µη
ω + 2β

1+β

)
ξS −

(
µη
ω + 2β

1+β

)
S2

= −
(
µη
ω + 2β

1+β

)(
S − 1+ξ

2

)2
+
(
µη
ω + 2β

1+β

)(
1+ξ
2

)2
≤

(
µη
ω + 2β

1+β

)(
1+ξ
2

)2
.

By Lemma (2.3), we have

V (t) ≤

(
V (0)− 1

ξ

(
µη

ω
+

2β

1 + β

)(
1 + ξ

2

)2
)
Eα [−ξ(t)α] +

1

ξ

(
µη

ω
+

2β

1 + β

)(
1 + ξ

2

)2

.

Notice that V (t)→ 1
ξ

(
µη
ω + 2β

1+β

)(
1+ξ
2

)2
for t→∞. Therefore, for non-negative initial condition involve

all solutions of system (2) are confined to the region Ω, where

Ω :=

{
(S, I, P ) ∈ R3

+ : V (t) ≤ 1

ξ

(
µη

ω
+

2β

1 + β

)(
1 + ξ

2

)2

+ ε, ε > 0

}
. (7)

Next we prove that if the initial condition is non-negative, then all solutions are non-negative. From inequality
(7) we have that (

µη

ω
+

2β

1 + β

)
S + 2I +

µ

ω
P ≤ 1

ξ

(
µη

ω
+

2β

1 + β

)(
1 + ξ

2

)2

. (8)

Based on equation (2) and inequality (8) we get

Dα
∗ S ≥

[
1− 1

ξ

(
1+ξ
2

)2
− 1+β

2ξ

(
µη
ω + 2β

1+β

)(
1+ξ
2

)2
− ω

µξ

(
µη
ω + 2β

1+β

)(
1+ξ
2

)2]
S

=

[
1−

(
1
ξ +

(
1+β
2ξ + ω

µξ

)(
µη
ω + 2β

1+β

))(
1+ξ
2

)2]
S

= σ1S, where σ1 = 1−
(

1
ξ +

(
1+β
2ξ + ω

µξ

)(
µη
ω + 2β

1+β

))(
1+ξ
2

)2 .

From the standard comparison theorem for fractional-order differential equation [4] and the positivity of
Mittag-Leffler function Eα,1(t) > 0 [29], we get S(t) ≥ St0Eα,1(σ1t

α), thus we get

S(t) ≥ 0. (9)

Next, from the second equation in system (2), inequality (8) and (9) we obtain

Dα
∗ I ≥

[
βS − δ − ω

ξ

(
µη
ω + 2β

1+β

)(
1+ξ
2

)2]
I

≥ −
[
δ + ω

ξ

(
µη
ω + 2β

1+β

)(
1+ξ
2

)2]
I

= −σ2I, where σ2 = δ + ω
ξ

(
µη
ω + 2β

1+β

)(
1+ξ
2

)2 .
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Therefore I(t) ≥ It0Eα,1(−σ2tα), thus we have

I(t) ≥ 0. (10)

Last, from the third equation in system (2), inequality (9) and (10) we obtain

Dα
∗P ≥ (ηS + ωI − ζ)P

≥ −ζP .

Therefore P (t) ≥ Pt0Eα,1(−ζtα), thus we have Pt0 ≥ 0, and Theorem 4.1 is completely proven.

5. EQUILIBRIUM POINTS AND THEIR LOCAL STABILITY

To investigate the dynamical behavior of system (2), we identify the equilibrium points, their existence
and analyze their stability. According to the Theorem (2.1), the equilibrium points is obtained by solving the
simultaneous equations:

(1− S − (1 + β) I − P )S = 0
(βS − δ − µP ) I = 0
(ηS + ωI − ζ)P = 0

. (11)

From equations (11), we have five equilibrium points for system (2) as follows:
(i) The origin point E0 = (0, 0, 0) which always exists.

(ii) The predator and infected prey extinction point E1 = (1, 0, 0), which always exists.
(iii) The infected prey extinction point E2 =

(
ζ
η , 0,

η−ζ
η

)
which exists if η > ζ.

(iv) The predator extinction point E3 =
(
δ
β ,

β−δ
β(1+β) , 0

)
which exists if β > δ.

(v) The co-exsistence point E∗ =
(
ϕ, ζ−ηϕω , βϕ−δµ

)
where ϕ = (µ+δ)ω−(1+β)µζ

(µ+β)ω−(1+β)µη which exists if δ
β <

ϕ < ζ
η and ω > µ(1 + β) max

{
ζ

µ+δ ,
η

µ+β

}
or ω < µ(1 + β) min

{
ζ

µ+δ ,
η

µ+β

}
.

The local stability of these equilibrium points are explained in the following Theorems.

Theorem 5.1. (i) The origin E0 is always a saddle point.
(ii) If β < δ and η < ζ then E1 is locally asymptotically stable.

(iii) If η > µ+β
µ+δ ζ then E2 is locally asymptotically stable.

(iv) If ω < (1+β)(βζ−δη)
β−δ then E3 is locally asymptotically stable.

Proof:
(i) Firstly, we identify the Jacobian matrix J(E0) and acquired

J(E0) =

[
1 0 0
0 −δ 0
0 0 −ζ

]
,

and gives eigenvalues: λ1 = 1, λ2 = −δ and λ3 = −ζ. Thus | arg(λ1)| = 0 < απ
2 and | arg(λ2,3)| =

π > απ
2 . Therefore E0 is always a saddle point.

(ii) We compute the Jacobian matrix J(E1) and obtain

J(E1) =

[ −1 −(1 + β) −1
0 β − δ 0
0 0 η − ζ

]
,

where its eigenvalues are λ1 = −1, λ2 = β−δ and λ3 = η−ζ. note that for λ1 gives| arg(λ1)| = π >
απ
2 , but | arg(λ2,3)| = π > απ

2 if β < δ and η < ζ. Consequently, E1 become locally asymptotically
stable.

(iii) Now, we determine the Jacobian matrix J(E2) and achieve

J(E2) =

 − ζ
η − (1+β)ζ

η − ζ
η

0 βζ−δη−(η−ζ)µ
η 0

η − ζ (η−ζ)ω
η 0

 .
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The corresponding eigenvalues are λ1 = βζ−δη−(η−ζ)µ
η and λ2,3 −

−ζ±
√
ζ2−4(η−ζ)ηζ

2η . Note that if
η > µ+β

µ+δ ζ then | arg(λ1)| = π > απ
2 . It is also clear that λ2,3 always satisfy | arg(λ2,3)| > απ

2 .
Hence, we have Theorem 5.1.(iii).

(iv) Lastly, we investigate J(E3) and get

J(E3) =

 −
δ
β − (1+β)δ

β − δ
β

β−δ
1+β 0 −µ(β−δ)β(1+β)

0 0 δη−βζ
β + ω(β−δ)

β(1+β)

 ,
where its eigenvalues are λ1 = δη−βζ

β + ω(β−δ)
β(1+β) and λ2,3 =

−δ±
√
δ2−4(β−δ)βδ

2β . If ω < (1+β)(βζ−δη)
β−δ

then | arg(λ1)| = π > απ
2 . Furthermore, it can be easily be proven that | arg(λ2,3)| > απ

2 is always
fullfilled.

We can observe that the eigenvalues of J(E0) and J(E1) are always real numbers. Therefore, the order-α
has no effect to their stability. Furthermore, if the stability conditions for E2 and E3 are satisfied, then the
Jacobian matrices J(E2) and J(E3) have always eigenvalues where their real parts are negatives. Hence,
the eigenvalues always satisfy | arg(λ)| > απ

2 ,∀α ∈ (0, 1]. We conclude that the stability properties of these
equilibrium points are exactly the same as for the case of integer-order model.

Theorem 5.2. Suppose that:

µ∗ = ω
β

(
βϕ−δ
ζ−ηϕ

)(
βζ−(1+β)ηϕ

(1+β)ϕ+(βϕ−δ)η

)
ξ1 = (βϕ−δ)ηωϕ+(1+β)(ζ−ηϕ)βµϕ

µω

ξ2 = (ζ−ηϕ)(βϕ−δ)(ω−ηµ)βϕ
µω

D(P ) = 18ϕξ1ξ2 + (ϕξ1)2 − 4ξ2(ϕ)3 − 4(ξ1)3 − 27(ξ2)2

.

E∗ is called locally asymptotically stable if one of the following statements is satisfied.
(i) D(P ) > 0 and µ∗ < µ < ω

η , or;
(ii) D(P ) < 0 and:

(ii.a) µ < ω
η and 0 < α < 2

3 .
(ii.b) µ = µ∗

Proof: By computing the Jacobian matrix J(E∗), we obtain

J(E∗) =


−ϕ −(1 + β)ϕ −ϕ

(ζ−ηϕ)β
ω 0 − (ζ−ηϕ)µ

ω

(βϕ−δ)η
µ

(βϕ−δ)ω
µ 0

 .
This Jacobian matrix gives polynomial characteristic: P = λ3 +ϕλ2 +ξ1λ+ξ2 = 0. By using Routh-Hurwitz
condition for fractional-order dynamical system (see Proposition 1 in [1]), the local stability condition of
co-existence point E∗ is proven.

6. GLOBAL STABILITY

This section presents about the global stability of equilibrium points which are described by these folowing
theorems.

Theorem 6.1. E1 is globally asymptotically stable if ω < (1+β)µη
β , β < δ, and η < ζ.

Proof: We first define a Lyapunov function as follows.

V (S, I, P ) = (S − 1− lnS) +
1 + β

β
I +

1

η
P.
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For the initial analysis, we investigate that V (E1) = 0, so that the first requirement is satisfied. Furthermore,
by applying Lemma 2.4 we obtain

Dα
∗ V (S, I, P ) ≤ (S − 1)(1− S − (1 + β)I − P ) + 1+β

β (βS − δ − µP )I + 1
η (ηS + ωI − ζ)P

= −(S − 1)2 + (1 + β)I + P − 1+β
β δI − 1+β

β µIP + ω
η IP −

ζ
ηP

= −(S − 1)2 −
(
δ
β − 1

)
(1 + β)I −

(
ζ
η − 1

)
P −

(
(1+β)µ

β − ω
η

)
IP

≤ 0

.

By following Lemma 2.5, thus every non-negative solution tends to E1 which means that the equilibrium
point E1 is globally asymptotically stable.

Theorem 6.2. E2 is globally asymptotically stable if βζ−δη
η−ζ < βω

(1+β)η < µ.

Proof: To proof the global stability of E2, we construct a Lyapunov function

V (S, I, P ) =

(
S − ζ

η
− ζ

η
ln
ηS

ζ

)
+

1 + β

β
I +

1

η

(
P − η − ζ

η
− η − ζ

η
ln

ηP

η − ζ

)
.

We can confirm that V (E2) = 0 which indicates the first condition is fulfilled. Now, by using Lemma 2.4
we show that

Dα
∗ V (S, I, P ) ≤

(
S − ζ

η

)
(1− S − (1 + β)I − P ) + 1+β

β (βS − δ − µP )I

+ 1
η

(
P − η−ζ

η

)
(ηS + ωI − ζ)

= −
(
S − ζ

η

)2
− (1 + β)

(
S − ζ

η

)
I −

(
S − ζ

η

)(
P − η−ζ

η

)
+(1 + β)SI − (1+β)δ

β I − (1+β)µ
β IP

+
(
P − η−ζ

η

)
S +

(
P − η−ζ

η

)
ω
η I −

(
P − η−ζ

η

)
ζ
η

= −
(
S − ζ

η

)2
−
(

(η−ζ)ω
η2 − (1+β)(βζ−δη)

βη

)
I −

(
(1+β)µ

β − ω
η

)
IP

≤ 0

.

According to Lemma 2.5, it is found that every non-negative solution tends to E2 so that the globally
asymptotically stable of equilibrium point E2 is achieved.

Theorem 6.3. E3 is globally asymptotically stable if β2ζ
(β−δ)µ+βδ < η < βω

(1+β)µ .

Proof: A Lyapunov function is defined as

V (S, I, P ) =

(
S − δ

β
− δ

β
ln
βS

δ

)
+

1 + β

β

(
I − β − δ

β(1 + β)
− β − δ
β(1 + β)

ln
β(1 + β)I

β − δ

)
+

1

η
P.

We check that V (E3) = 0 so that the Lyapunov function suitable with the expected conditions. We apply
Lemma 2.4 to the Lyapunov function and obtain

Dα
∗ V (S, I, P ) ≤

(
S − δ

β

)
(1− S − (1 + β)I − P ) + 1+β

β

(
I − β−δ

β(1+β)

)
(βS − δ − µP )

+ 1
η (ηS + ωI − ζ)P

= −
(
S − δ

β

)2
− (1 + β)

(
I − β−δ

β(1+β)

)(
S − δ

β

)
−
(
S − δ

β

)
P

+
(
I − β−δ

β(1+β)

)(
(1 + β)S − (1+β)δ

β − (1+β)µ
β P

)
+ SP + ω

η IP −
ζ
ηP

= −
(
S − δ

β

)2
−
(
ζ
η −

(β−δ)µ+βδ
β2

)
P −

(
(1+β)µ

β − ω
η

)
IP

.

By using Lemma 2.5, we conclude that every non-negative solution tends to E3 so that the globally asymp-
totically stable of equilibrium point E3 is accomplished.
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Theorem 6.4. Suppose that:

0 < ξ < min{δ, ζ}
θ = 1

ξ

(
µη
ω + 2β

1+β

)(
1+ξ
2

)2
2(ζ−ηϕ)(βϕ−δ)

2(ζ−ηϕ)θ+(βϕ−δ)θ < ω < (1+β)µη
β

,

then the co-existence point E∗ is globally asymptotically stable.

Proof: Suppose that E∗ = (S∗, I∗, P ∗) is the co-existence point. We define a Lyapunov function by

V (S, I, P ) =

(
S − S∗ − S∗ ln

S

S∗

)
+ a1

(
I − I∗ − I∗ ln

I

I∗

)
+ a2

(
P − P ∗ − P ∗ ln

P

P ∗

)
.

It is clear that V (E∗) = 0. Now, by using Lemma 2.4 we have

Dα
∗ V (S, I, P ) ≤ (S − S∗)(1− S − (1 + β)I − P ) + a1(I − I∗)(βS − δ − µP )

+a2(P − P ∗)(ηS + ωI − ζ)
= −(S − S∗)((S − S∗) + (1 + β)(I − I∗) + (P − P ∗))

+a1(I − I∗)(β(S − S∗)− µ(P − P ∗))
+a2(P − P ∗)(η(S − S∗) + ω(I − I∗))

= −(S − S∗)2 − (1 + β)(S − S∗)(I − I∗)− (S − S∗)(P − P ∗)
+a1β(S − S∗)(I − I∗)− a1µ(I − I∗)(P − P ∗)
+a2η(S − S∗)(P − P ∗) + a2ω(I − I∗)(P − P ∗)

= −(S − S∗)2 − ((1 + β)− a1β)(S − S∗)(I − I∗)
−(1− a2η)(S − S∗)(P − P ∗)− (a1µ− a2ω)(I − I∗)(P − P ∗)

.

Choose a1 = 1+β
β and a2 = 1

η then we get:

Dα
∗ V (S, I, P ) ≤ −(S − S∗)2 −

(
(1+β)µ

β − ω
η

)
(I − I∗)(P − P ∗)

≤ −
(

(1+β)µ
β − ω

η

)
(I − I∗)(P − P ∗)

= −
(

(1+β)µ
β − ω

η

)
IP +

(
(1+β)µ

β − ω
η

)
I∗P

+
(

(1+β)µ
β − ω

η

)
P ∗I −

(
(1+β)µ

β − ω
η

)
I∗P ∗

.

Because ω < (1+β)µη
β , we have

Dα
∗ V (S, I, P ) ≤

(
(1+β)µ

β − ω
η

)
I∗P +

(
(1+β)µ

β − ω
η

)
P ∗I −

(
(1+β)µ

β − ω
η

)
I∗P ∗

= −
(

(1+β)µ
β − ω

η

)
(I∗P ∗ − I∗P − P ∗I)

. (12)

From inequality (8) we obtain I ≤ θ
2 and P ≤ ωθ

µ so that the inequality (12) becomes

Dα
∗ V (S, I, P ) < −

(
(1 + β)µ

β
− ω

η

)(
I∗P ∗ − ωθ

µ
I∗ − θ

2
P ∗
)
. (13)

By Subtituting E∗ =
(
ϕ, ζ−ηϕω , βϕ−δµ

)
into inequality (13), we obtain

Dα
∗ V (S, I, P ) < −

(
(1 + β)µ

β
− ω

η

)(
(ζ − ηϕ)(βϕ− δ)

µω
− 2(ζ − ηϕ)θ + (βϕ− δ)θ

2µ

)
≤ 0. (14)

By using the same manner with Huo et al, we apply Lemma 2.5 to confirm that every non-negative solution
tends to E∗ so that we completely proof that E∗ is globally asymptotically stable.
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7. EXISTENCE OF HOPF BIFURCATION

Now we will demonstrate that there exists a Hopf bifurcation in system (2) at the co-existence equilibrium
point E∗ where α is the bifurcation parameter. This bifurcation arises if a stable focus equilibrium point
changes to unstable focus and the limit cycle occurs simultaneously when a bifurcation parameter is variated.
From the Jacobian matrix J(E∗), we have polynomial characteristic λ3 +ϕλ2 + ξ1λ+ ξ2 = 0. By applying
Cardano’s formula [30], we obtain the eigenvalues defined by λ1 = U + T − ϕ

3 and λ2 = θ ± ωi where

θ = −U+T
2 − ϕ

3 , w = −1+
√
3i

2 ,

ω = (U−T )
√
3

2 , Q = 3ξ1−ϕ2

9 ,

U = w 3

√
R+

√
R2 +Q3, R = 9ξ1ϕ−27ξ2−2ϕ3

54 ,

T = w2 3

√
R−

√
R2 +Q3.

Suppose that {U, T} ∈ R and 3(U + T ) < ϕ < − 3(U+T )
2 so that the eigenvalues are λ1 < 0 and a pair of

complex conjugate λ2,3 = θ ± ωi where θ > 0. It is easy to confirm that m (α∗) = 0 and dm(α)
dα

∣∣∣
α=α∗

= π
2

with m(α) = απ
2 − min1≤i≤3 |arg(λi)| and α∗ = 2

π |arg(λ2,3)|. Based on Theorem 3 in [12], a Hopf
bifurcation occurs around the equilibrium point E∗ when α passes through α∗. Consequently, we have the
following theorem:

Theorem 7.1. Suppose that U ∈ R, T ∈ R and 3(U + T ) < ϕ < − 3(U+T )
2 . The equilibrium point E∗

undergoes a Hopf bifurcation when α passes through α∗ = 2
π |arg(λ2,3)|.

(a) η = 0.13 (b) η = 0.65

Figure 1: 3-D Phaseportraits of system (2) with parameter: β = 0.51, δ = 0.52, µ = 0.01,
ω = 0.92, ζ = 0.44, α = 0.8 and time step ∆t = 0.1

8. NUMERICAL SIMULATIONS
To verify the previous theoritical results, numerical simulations are performed by using predictor-corrector

approach of fractional-order differential equation [6]. Since the field data is not available, we use hypothetical
parameter values which are satisified the stability conditions from the previous analytical studies. We first
set the parameter values as follows: β = 0.51, δ = 0.52, µ = 0.01, η = 0.13, ω = 0.92, ζ = 0.44 and
α = 0.8. Here, we only have two equilibrium point, i.e. a saddle point E0 = (0, 0, 0) and an asymptotically
(both locally and globally) stable E1 = (1, 0, 0) (see Figure 1a). When the ratio of biomass conversion of
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susceptible prey is raised to η = 0.65, the stable infected prey point E2 = (0.677, 0, 0.323) appears, and the
E1 becomes a saddle point, which fit to Theorem 2.1(ii) and 6.2. This shows that the susceptible prey and
predator population are maintained, and the disease infection in prey is stopped. See Figure 1b.

(a) ω = 0.55 (b) ω = 0.92

Figure 2: 3-D Phaseportraits of system (2) with parameter: β = 0.51, δ = 0.01, µ = 0.01,
η = 0.13, ζ = 0.44, α = 0.8 and time step ∆t = 0.1

Figure 3: Time series of system (2) with various of α values by using parameter: β = 0.51,
δ = 0.52, µ = 0.01, η = 0.13, ω = 0.92, ζ = 0.44, α = 0.8 and time step ∆t = 0.1

Now, we set the parameter values as follows: β = 0.51, δ = 0.01, µ = 0.01, η = 0.13, ω = 0.55,
ζ = 0.44 and α = 0.8. Thus we have three equilibrium points i.e. two saddle points E0 and E1 and a
predator extinction point E3 = (0.020, 0.649, 0). According to the Theorem 2.1.(iii) and 6.3, equilibrium
point E3 is asymptotically stable, both locally and globally, see Figure 2a. Now, we increase the ratio of
biomass conversion of susceptible prey parameter ω to ω = 0.92, the asymptotically stable focus co-existence
equilibrium point E∗ = (0.025, 0.475, 0.258) appears (see Theorem 5.2), and E3 becomes a saddle point
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as shown in the Figure 2b. This condition shows that the predator population becomes extinct, and both of
infected and susceptible prey populations exist. For the next simulation, we take parameters as in the first
simulation, and show that when the order-α approaches to α = 1, the solution of CFO system approaches
the solution of the first order system, see Figure 3.

(a) α = 0.82 (b) α = 0.84

Figure 4: 3-D Phaseportraits of system (2) with parameter β = 0.51, δ = 0.01, µ = 0.01,
η = 0.13, ω = 0.92, ζ = 0.44 and time step ∆t = 0.1

Next, we show numerically that the stability of equilibrium point is also influenced by order of fractional
derivative. For that, we choose parameter values as follows: β = 0.51, δ = 0.01, µ = 0.01, η = 0.13,
ω = 0.92 and ζ = 0.44. If α = 0.82 is replaced by α = 0.84, the locally asymptotically stable point
E∗ = (0.025, 0.475, 0.258) changes its stability and a stable limit cycle occurs simultaneously (see Figure
4b). This phenomenon is called Hopf bifurcation where the bifurcation point is α∗ ≈ 0.84257.

9. CONCLUSION

We have discussed an eco-epidemiological fractional-order model that describes the interaction between
predator and prey population with infectious diseases in prey. We have shown that this eco-epidemiological
model has at most five biological equilibrium points, where the local and the global stability are completely
analyzed. One of the expected conditions is that the extinction of infected prey population is achieved if the
ratio of biomass conversion of susceptible prey is greater than the death rate of predator, and η > η+β

µ+δ ζ

(locally stable) or βζ−δη
η−ζ < βω

(1+β)η < µ (globally stable). We also prove that there is a condition when
the fractional-order of derivative is varied, the stable focus co-existence point becomes unstable focus and
isolated by a stable limit cycle, which is called a Hopf bifurcation. It means that all populations still exist
along t→∞, but the density changes periodically. To illustrate the analytical results, we present numerical
simulations using hypothetical parameter values. The application of our model to real data can be an interesting
topic for future research.
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